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Predict mean citation score (mcs) of a paper / the average 

number of citations since publication 

(~ future scientific achievement)

“how often a paper is cited should be 

predicted by the quality and reliability 

of the science”

“there is no evidence that 

citations reflect other key 

dimensions of research 

quality”

“[…] large enough data sets reveal that 

there are parameters independent of 

individual papers' quality that can 

determine an average citation rate.”



Predict mcs - papers published 2010-2014, with at least one author @ TU Delft. 

Paper JournalAuthors

“[…] large enough data sets reveal that 

there are parameters independent of 

individual papers' quality that can 

determine an average citation rate.”



• js -- journal citation score = the average citation score of publications in a journal 

• refs -- number of references of the paper

• authors -- number of authors of the paper

• pMax -- max(p of all authors of the paper)

• p - number of publications (in Web of Science) of each author of the paper

• mcsMax -- max (mcs of all authors of the paper)

• mcs -- average citation score of an author, average of all citations of all 

publications

• pptopMax -- max(pp_top_10_prop of all authors of the paper)

• pp_top_10_prop -- percentage of author's publications in top 10% of their field

• ageMax -- max (academic age of all authors of the paper)

• academic age - the difference between the publication year of the paper and 

the publication year of the first paper of the author
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Max min hill-climbing hybrid algorithm, which combines local learning, 

constrained-based and search-and-score techniques



The robustness of the BN structure 

• bootstrapped the data 200 times

• BN structures are obtained for each of the bootstrap sample

• strength of each arc is measured by the  empirical frequency of that arc 

over the set of all BNs obtained from each bootstrap sample

















Low overall 

dependence 

• Overall variation CoV =  1.1658 

• between medium and high (closer to 

high)

• Overall dependence det  ~10(-2)

• “medium” dependence 

• n = 10725, 8 RV instead of 10

• Classification error 0.624 (std = 0.005)
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All variables were discretized into 4 states using Haremink’s Algorithm [1]
[1] Hartemink AJ (2001) Principled computational methods for the validation and discovery of genetic regulatory networks. PhD Dissertation, Massachusetts 

Institute of Technology, Cambridge, MA
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